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Abstract

In general, Zakat Information Systems is estabtigbemanage the zakat services, so that the data ca
be well documented. This study proposes the existef a feature that will determine the amount of
zakat received by Mustahik automatically using d3esision Tree algorithm. This feature is expected
to make the process of determining the amountkditAae done easy and optimal. The data used in this
study are the data taken from Masjid An-Nur, PaaspSouth Jakarta. The experiment results show
that the proposed feature produces an accuracpvate85%.
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Abstrak

Pada umumnya Sistem Informasi Zakat dibangun umakgelola pelayanan zakat, sehingga data
dapat terdokumentasi secara baik. Penelitian ingajekan adanya suatu fitur penentuan jumlah zakat
yang akan diterima Mustahik secara otomatis demgamanfaatkan algoritm@4.5 Decision Tree.
Dengan adanya fitur tersebut diharapkan prosespgane jumlah zakat dapat dilakukan secara mudah
dan optimal. Data yang digunakan dalam penelitiamerupakan data yang diambil dari Masjid An-
Nur Pancoran Jakarta Selatan. Hasil dari ekspenarg dilakukan menunjukkan fitur yang diajukan
menghasilkan tingkat akurasi lebih dari 85%.

Kata Kunci: Algoritma C4.5, data mining, decision tree, klasifikas, 9Zakat

1. Introduction There are 8 groups that are eligible to receive
zakat [1]: 1)Fakir, people who do not own proper-
Zakat is the third pillar of Islam that must befilisl ty and do not have adequate income to meet their
ed by every Muslim in the world who are qualified. needs; 2) Miskin, people who own property and de-
Zakat is divided into two types, namely: Zakat Fi- cent income for him, but their income is not suffi-
trah and Zakat Maal (wealth). Zakat Fitrah is an ob cient to meet their needs; 3) Amil Zakat, people
ligatory zakat issued by Muslims during Eid Rama- who carry out the activities of collecting zakat; a
dan. Zakat Maal is issued by Muslims associatedministrative management, and utilization of zakat;
with the property or anything that can be owned4) Mualaf, people who recently embrace Islam and
and utilized. In general, zakat is also a form of need assistance to further strengthen their faith i
manifestation of social solidarity, binding kinship Islam; 5) Hamba sahaya, slaves who want to libe-
between the people and the nation, and may unifyate themselves; 6) Gharimin, people who owes
the gap between strong and weak groups. money for his own good or for the community in
Management of Zakat can be seen in two ma-order to implement obedience and goodness; 7) Sa-
jor processes. The first process is the process dbilillah, efforts and activities of an individual or en-
collecting zakat paid by the payer or referred totity that aims to uphold the interests of the gobd
muzakki. Muzakki can pay through mosques around religion or race; 8) Ibnu Sabil, people who run out
him or through Unit Pelayanan Zakat (UPZ). After of stock or the cost of the trip which purposeais f
that, Zakat will be managed through the recordingthe good of society and the religion of Islam.
and the calculation for every mosque committee In planning the quota of Zakat Fitrah per
and UPZ. The second process is the process of digamily, Zakat Fitrah committee should plan a fair
tributing zakat to the people or entities that haveshare of this zakat. Data of Mustahik is needed for
rights to receive zakat or commonly referred to planning allocation of Zakat Fitrah which can be
mustahik. used as a reference. Zakat Fitrah’s allocation per
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family will be very difficult for the committee to del, View, and Controller. The pattern of this desi
complete the planning process because there arelgas been around since 1979 when it was first des-
lot of data and the number of mustahik families. In cribed by Trygve Reenskaug from Norway [5].
addition, in order to be fair, zakat committees Model represents data structures. All pro-
should have a provision in the distribution of zaka cesses related to retrieval, additions, and changes
We proposed implementation of C4.5 decisi- to the information in the database are done on this
on tree algorithm to determine the amount of zakatffile. View is intended to display the user informa-
received by Mustahik, so that the allocation of za-tion that is derived from the model. View usually
kat will be done automatically. We choose C4.5 de-consists of a full web page containing HTML.
cision tree because based on the results of prelimiHowever, in Codelgniter, a view can contain snip-
nary experiments conducted using the data miningpets of web pages (fragment) from the HTML.
tool Weka [2] and the results of research that hasController is the liaison between the model and the
been done by several other researchers, namelyiew. Controller performs data changes to the mo-
Surbhi Hardikar et al. [3] and Aman Kumar del and displays dynamic information obtained
Sharma et al. [4], the level of accuracy and timingthrough the model into the view.
modeling owned by C4.5 algorithm is better than
the other algorithms and has lower error rate. Decision Tree
2. Methodology Decision tree and decision rule are data mining
methodology that are widely used to search for a
solution within a classification problem. Decision
tree method changes a very large data into a decisi
Codelgniter is a PHP framework that exists today.on tree model that represents the rule. A decision
Codelgniter is developed by Rick Ellis [5]. The tree is a structure that can be used to dividege la
purpose of the Codelgniter framework is to pro- data set into sets of smaller record by applyiagta
duce a framework that can be used in website deveef decision rules [6]. A decision tree models isdis
lopment so the development of a website is fastetto divide up a collection of heterogeneous data to
than by coding manually. This framework is sup- homogeneous groups with smaller specific target
ported by many libraries that have been providedvariables [6].
in the Codelgniter, so the people who develop web-

M odéd-View-Controller (MVC) in Codel gniter

site using Codelgniter framework can focus on
website development by minimizing the number of
lines of code needed for various purposes of ma
king a website.

Codelgniter apply the concept of Model-
View-Controller (MVC). MVC has a goal to create
dynamic websites. As the name implies, the con-
cept of MVC consists of three parts, namely Mo-

Algorithm: Generate_decision_tree

Input: data training samples; 1list

attributes; attribute_selection_method.

Output: decision tree.

Method:

(1) create a node N,

(2) if samples has the same class, C, then

(3) return N as leaf node with class C

label;

(4) if list of attributes is empty then

(5) return N as leaf node with class
label that is the most class in the
samples.

(6) Choose test-attribute,

most

GainRatio

attribute_selection_method;

(7) give node N with test-attribute label;

(8) for each ai pada test-attribute;

of

that has the

using

(9) Add branch in node N to test-
attribute = ai;

(10) Make partition for sample s;i from
samples where test-attribute = ai;

(11) if si is empty then

(12) attach leaf node with the

most class in samples;
(13) else attach node that generate by

Generate_decision_tree (si,
attribute-list, test-attribute);
(14) endfor
(15) return N;

Figure 1. Decision Tree Model lllustration

Figure 2. Decision Tree Model llustration
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Decision tree classification technique is a su-this decision tree construction algorithm is tcatee
pervised learning. The class labels or categorges a a model of a set of training data that will be used
already defined in the beginning and in the procesgredict the class of a new data. C4.5 algorithm is
of making a model using the training data to clas-an algorithm developed by Joss Quinlan in 1993
sify new data. Decision tree itself consists ofesev [8]. The C4.5 algorithm is a continued develop-
ral parts of the node [7] ment of the previous algorithm, namely the 1D3

Root node, a node that is at the top of the tree, algorithm. Therefore, the actual ID3 and C4.5 algo-
this node has no incoming branches and has morethms have the same basic principles. Some deve-
than onebranch; sometimes it does not have a lopments are done on the algorithm C4.5 algorithm
branch at all. This node is usually the mostthat makes the C4.5 different from its predecessor,
attributes that have the greatest influence on ahat is: ability to handle attributes with discrete
particular class. continuous ¥pe; ability to handle empty attribute

Internal node, a branching node that only has (missing value); can do pruning on branches; the
one incoming branch, and has more than oneselection is done using a calculation attributenGai

branch coming out. Ratio.

Leaf node, an end node that only has one Second, the decision tree pruning. Since the
incoming branch, and has no branches at all. dt als results of decision tree construction can be bulky
marks the node as a class label. and not easy to "read", the C4.5 algorithm can sim-

plify the decision tree with pruning based on the
Figure 2.1 shows three different attributes: X, value of the level of confidence. Pruning also aims
Y, and Z (oval shape). X is a root node that has th to reduce the prediction error rate on new data.
most influence in the tree. Y and Z is an internal Third, making the rules for the decision tree
node that has decision rule like root node. Thethat has been constructed. The rules are in if-then
square shape is the leaf node that shows the clagsrm that derived from the decision tree by tracing

label. from the root node to the leaf node.
Basic algorithms used by the C4.5 algorithm
C4.5 Algorithm for decision tree induction is a greedy algorithm

that builds decision tree from top to bottom (top-
Here are the three principles of the work done bydown) recursively by divide and conquer [9][8].
the C4.5 algorithm according to [9] and [8]: First, Below is the pseudo code of the C4.5 algorithm:
perform decision tree construction. The purpose of Based on Algorithm 2.1, decision tree model

Cl_Model
[Pyl !

Pariode_model N Treenodes_model
+getall(} +getNodeByd()
+get_periode_by_id() +addhewhode()
+get_periode_by_year() +updatehode()
+get_periode_by_status() +delete_node()
+count_penode() +satRoot()
+get_pericde_page() +getLastinserted(}
+add_periode() +display_children()
+deactivate_status_periode() +getAllLeaf()
+update_status_pericdel() +get_path{)
+process_update periode() Mustahik model +truncate TreeNodes(}

+gethAll(}

Report_model ‘;;m"ﬂﬂm } Dist_Zakat_Mustahik_model
+count_total KK() - rrmtdi:-l{} - +getaliDistZakathMustahikTraining()
+count_total_status_mustahik() +update_mustahik() +getAllDistZakathMustahikPre dict()
+count_total_family_size(} selata_mustahk() sinserifNewPeriod| )
+count_total_outcome_value() Bl e s+getDistinctValAttr()
+count_total_outcome_goods(} +get_mustahilc_by i) +countByClass()

+search mustahik() supdate_distribution_zakat()

+g et_ua;rid_by _namef) Hive_update_distribution_zakat{)
N Bl e +getDataMustahikWithZakatDist()
+get_default_rt_rw(} +getRiwayatZakathM ustahik()
+get_unique_rw()

+get_rt_from_nw()

+get_photo_by_id{)

Figure 3. Class Diagram for Model
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can be illustrated as follows. Assuming that thereexplained by equation 2.1 where T is data training,
is one set of training data samples T that have thdis subset of T that is partitioned with X attribute
attributes (A1, A2, A3, ...) and classes consistiig
(K1, K2, K3, ..). C4.5 algorithm will run as r 7
follows: Info,(T) = Z ((ﬁ) x lnfO(Ti)> )
e If Tis not empty and all the samples have the
same class of Ki, then the decision tree for T
is a leaf node with label Ki. Infoy (T) is an important information to classi-
« If the attribute is empty then the decision tree  fy a tuple of T that based on the partition with
contains a leaf node with label Kj where Kjis X [9]-
the highest class in the training samples T. ) _
« If T consists of a sample that has a different Information Gain
class of the partition T into T1, T2, T3, ... Tn. Information gain in C4.5 algorithm is the change in
Training samples T partitioned by distinct va- €ntropy that occurs after partitioning the dataelas
lues of attribute Ak, which at the time became ON an attribute. Entropy can be used to determine
the parent node. Suppose Ak consists of 3 ty-the purity of the data partition’s result.
pes of values that are: n1, n2, n3, then T will
be partitioned into three subsets, namely the Gain(x) = Info(T) — Infox(T) (2)
value of Ak = n1, n2 = Ak, and Ak = n3.
Info (T) is the entropy of the training data befidre
This process continues recursively with the iS partitioned by attributes X, and IrfT) is the
base case of step 1 and step 2. Attribute that willentropy of the training data after it is partitiortey
serve as the parent node or attribute that wilt par attributes X.
tition the data is done by calculating the gaininGa ) )
is used to select the attributes to be tested baised Gain Ratio

information theory Concepts of entropy_ The calculation of the information gain still has a
number of deficiencies [9 he use of information
Entropy gain in ID3 algorithm focuses about testing that

Entropy is a measurement based on the probabilitProduces a lot of output. In other words, attrisute
that is used to calculate the amount of uncertaintythat have lots assess are selected as attributes th

Info (T) is also known as the entropy of T that is

Cl Controlier . | periode treenodes

Report o ‘\ idINT(11) id INT(11)
mapiision() year_periode YEAR parent id INT(11)
Hvew rocpluson]) Minsge Periode .
\cdaibiRecnsiaon) indexl) periode_description TEXT fype INT(2)
o POFY) 45_bgyd inl) periode_status VARCHAR(32) Iabel VARCHAR(64)

dvaldae_nio)

Mostahik :unwhnm;_m 1 data VARCHAR(64)

; vaw_homa
:m?"“ \pgnsion_ prods) I mustahik
1B Boged ) L* 0 VARCHAR(32)
oo ) s perods mangamar) " :
g mﬁ’ : ‘ol perad) zakat_distribution name VARCHAR(32)
.lm_  vowi) ‘view add_priods|) T VARCHAR(
.M"M'. W odipododa) id VARCHAR(32) no_kip VARCHAR(32)
-:.:E"r:tmxz}) ‘update_perods) mustahik_id VARCHAR(32) (FIC) phione VARCHAR(32)

~ ocivae_parods
‘omie musthk() :”‘MG ﬁiﬂd}&() age INT(11) hoto VARCHAR(B4)
:z:‘;”"’mm mustaik_status VARCHARI32) aidiess TEXT
{ddete_Siel) Calculation Zakat family_size INT{11) e {provincs VARCHAR(32)
svew inde) ‘
vew muzihk mavgane) ::d:‘g;d ) outcome_valtie DOUBLE regency VARCHAR(32)
"P“‘_hzﬁno‘m N \vddatn_sde) outcome_goods DOUBLE i VARCHAR(4)
1 a -
o:z:edt:mmo :m"’:;:g—wo date TIMESTAMP rw VARCHAR(4)
‘W-:ﬁ-:;‘:m | cxaiion zakat ey zakal,_distribution_ status VARCHAR(32) birthdate DATE
v ddcio_| gD
+odt mustnk|) :Mﬁ':xw zakat distribution_periode INT(11) (FK) mustahik_status VARCHAR(32)
+ddln_musishi() s veUptaieDeat ) family_size INT(11)
‘cdaibie aga]) o clbddion_zied_mnagsmet()
Hsiener() = — descripfion TEXT

Figure 5. Class Diagram for Controller Figure 4. EER Diagram of SiZakat for addition featur
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would partition the training data. Gain Ratio is

a_ddec_j to the C_4.5 algo_rithm to overcome the defi- GainRatio(X) = F x Gain(X) ()
ciencies in the information gain. SplitInfo(X)
. . _ Gain(X)
GainRatio(X) = Splitinfol® 3) F — [known value of x| ©)
|NilaiX|

X is the attribute of the training data. Gain (X)
is the information gain of attributes X. Splitinfo
(X) is split information on attribute X that can be
derived from equation 2.4.

Pruning

C4.5 algorithm uses post-pruning method. This
pruning algorithm is performed from the bottom of
the decision tree. Pruning is done by calculatireg t
- degree of prediction error in the subtree, another

n
, D;
Splitinfox = — E (;) x logz( ) ) (4) subtree that branches out from the subtree, or leaf

i=i
Sp||t|nfo expresses entropy or potentia| infor- Beranda Pengguna Muzakki Mustahik Periode Kualitas Z;

mation generated by partitioning training data T,
into a number of different variables which are own-

ed by the attribute X.

tanajemen Periode

Pengelolaan Periode

Tidak Akl

Continuous Attribute :
Continuous value is handled by sorting the disttinc -

Tidak AKf

(V1, V2, ..., W) in ascending order. Threshotd=
[%J will be calculated from i = 1 until i = n-1.

GainRatio will be applied to each threashold s tha o ramban periode
the chosen threshold is the thres-hold with biggest
GainRatio.

Figure 6. Period Management Modules

Miss ng value Beranda Pengguna Muzakki Mustahik Periode
GainRatio(X) will involve the probability of a Pengelolaan Data Mustahik e
known value (denoted by F). GainRatio formula -

(X) can be written as follows [8]: P A i

28 tahun Miskin

33 tahun Miskin

Showing 1 to 5 of 570 entr
First | | Previous | |98 |23 |4 |5 | Next

& Tambah Mustahik

Figure 7. Mustahik Management Modules

Kalkulasi Zakat

Firewall Silahkan ‘ﬂ'” RW

— 08 %]
Codelgniter Framework " .
Application Siiahkan piiin RT

005 v|

[No | Nama | umur | status | Jumian Keluarga | sumian zakat uang
1 Janda S

In

Web Server Ny. Omayah 54 tahun
Ny. Saniyem &7 tahun  Janda 1 100000
36 tahun  Miskin ) 150000

150000

150000

varono 45 tahun  Miskin S 200000
Basis Data SiZakat

Hy NyiEnfjh 74 tshun  Janda 2 10p000

Figure 9. Deployment Diagram of SiZakat Figure8. Zakat Calculation Modult
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nodes of the subtree. If the prediction error cite 3. Resultsand Analysis
the subtree is lower, then the subtree can be
replaced with a branch that comes out from theProblem Identification
subtree or leaf nodes of the subtree.
Zakat fitrah allocation per family must be planned
Weka as fair as possible by zakat committee based on the
existing provisions. Moreover, zakat management
Weka (Machine Learning Group at the University process conducted by every mosque and UPZ sho-
of Waikato, nd) is a data mining tool that can be uld also be transparent and accountable. Currently
used to solve data mining tasks, such as to perfornrmost of the management of zakat is still conven-
classification,  regression, clustering, and tional, i.e. by recording zakat transaction through
association rules. In this study, we use Weka tothe books one by one, then recapitalizing and re-
compare decision tree model and get the accuracyecording for report generation, all of which ace d
result of SiZakat. We use Weka as a comparison ohe manually. This method has a high probability of
classification models because Weka is an operwrong decision due to high amount of data.
source data mining tool and has many algorithms We use data from Masjid An-Nur Pancoran,
that will be used in determining the amount of South Jakarta to develop predictive decision tree
zakat prediction. for zakat allocation to be received by each musta-
hik. The data consist of 3 attributes: age, Mustahi

MASJID AN NUR
JI. Pancoran Timur Raya No. 41A
Telp. 021-7945247
Rekapitulasi Penarima Zakat 2013
Mo | Lokasé | Jumlah KK | Stais Status Status Jumiahi Jumilah Jurniah Jusmilahi
WMustandi: | Mustahlk: | Mustahike | Keluarga Zakat Lakat Kantong
Janda Yatim Ii=kin Berasikg UangiRp
R 05
1 |RTOmM |23 7 a 16 74 1125 kg Rp. 0,00 45 kantong
2 |RToo2 |23 14 a 8 53 o0 kg Rp. 0,00 36 kantong
3 |RT 003 |10 4 a & 27 A0kg Rp. 0,00 16 kantong
4 |RToOOL |14 5 ] o 48 E7.5kg Rp. 0,00 | 27 kantong
5 |RToOS |24 & o 18 78 110 kg Rp. 0,00 | 44 kantong
& |RTOO6 19 7 a 12 B0 S0 kg Rp. 0,00 36 kantong
7 |RTOOT |22 8 [i] 4 41 TO kg Rp. 0,00 | 28 kantong
8 |RTo08 |25 15 ] 10 2] 1025ky |Rp 000 |41 kantong
R 06
1 |RT 001 |25 & a 18 ar 120 kg Rp. 0,00 48 kEntong
2 |RT 002 |25 5 o 20 104 145 kg Rp. 0,00 58 kantong
i |RToOO3 |23 1 1 =2l 93 130 kg Fp. 0,00 52 kantong
4 |RT o004 |25 111} o 15 a2 117.5kg Rp. 0,00 A7 kantong
5 |RTOOS |26 & 2 18 7T 115 kg Rp. 0,00 46 kantong
& |RTOO06 |21 6 a 15 54 825hkg Rp. 0,00 33 kantong
T | RT0OT | 21 5 1 15 67 975 kg Rp. 0,00 39 kantong
8 |RTOO3 |8 2 1 5 16 2T5kg Rp. 0,00 11 kantong
@ | RT 002 |23 7 a 16 a 1125kg Rp. 0,00 45 kantong
10 | RT 010 | 25 10 a 15 a9 105 kg Rp. 0,00 42 kantong
11 |RT 041 | 23 5 a 18 a0 120 kg Rp. 0,00 48 kantong
12 | RT 012 | 23 [ a 12 68 ST 5 kg Rp. 0,00 39 kantong
13 [RT 013 | 25 7 o 18 a5 125 kg Rp. 0,00 50 kantong
R 08
1 |RT oo | 18 4 a 14 o 100 kg Rp. 0,00 40 kantong
2 |RTOO2 |25 4 a | 111 155 kg Rp. 0,00 62 kantong
3 |RTO003 |25 L] 3 13 a5 1225 kg Rp. 0.00 49 kantong
4 |RTOO4 |25 6 ] 19 1 1225ky |Rp 000 |49 kantong
5 |RTOOS |14 1 a 13 53 TS kg Rp. 0,00 30 kantong
& |RTOOG |7 4 1] 3 24 A5 kg Rp. 14 kantong
200,000,0
o
T |RTOOY |3 1 1 1 ] 15 kg Rip. 0,00 6 kantong
1 kantong = 25 kg

Figure 10. Summary Report in PDF format
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status, and number of family that will be classifed Deployment view

to 5 classes. Deployment view is represented in deployment di-
agram.
TABLE 1
CLASS DESCRIPTION Data view
= Class name — fDeSCf'r;t';n - Data view is represented in the Enhanced Entity
ass one ne bag of rice and Rp .000,- . . .

Class two Two bags of rice and Rp 150.000,- Relatlonshlp (EER) dlagram'

Class three Three bags of rice and Rp 200.000,-

Class four Four bags of rice and Rp 250.000,-  System Implementation

Class five Five bags of rice and Rp 300.000,-

This sistem is implemented using PHP language in
System Requirement Codelgniter framework. There are 4 modules that

we developed after the old system: Period Manage-
There are two main actors in this system, Adminment Module, Mustahik Management Module, Za-

and Staff. Administrators manage th e Mustahik kat Calculation Module, and Summary Report Mo-
and the period. Staff has a role in Zakat calcofati  gyle.

and recapitulation. In general, the system is lailt

meet the following specifications: Testing

¢ The system is able to manage Mustahik

e The system is able to manage period Testing of the system is done by conducting a

* The system is able to calculate Zakat blackbox testing in Zakat Calculation Module.

» The system is able to make Zakat recapitula-There are 570 data trains used to conduct decision
tion. tree model. The decision tree model will be tested

The other requirement is done in previous study. by 3 groups of data set (200 data for each group)
that are taken randomly using List Randomizer
System Design [10].
The results of this test showed that there was
The design of the system is represented in severalo significant difference between the results ¢hda

forms as follows: classification using Weka and C4.5 algorithms in
SiZakat. Although the results of the decision tree
Logical View formed by the C4.5 algorithm in Weka and SiZakat

Logical view is represented in the class diagram.are slightly different, but the results of datassla
Logic programming is using the concepts of Code-fication has a fairly high degree of similarity.
Igniter MVC (model-view-controller). Therefore,
the class diagram is separated into Model and Con4.  Conclusion
troller Class Diagram Class Diagram.
C4.5 decision tree algorithm is successfully imple-
mented in PHP programming language and Code-
Igniter framework. This implementation is a part of
Comparison of experimental additional feature in SiZakat. This feature can de-
results termine the amount of Zakat received by Musta-
hiks. In testing phase, this feature produces an ac

o2 01 curacy rate over 85%. It has no significant differ-
91 rence from Weka classifier tools.
%0 89.5 We suggest that there should be a more com-
- 29 plete data pre-processing before performing forma-
g 89 - 88.5 tion of decision tree. So, we can ensure that #te d
S ss 875 was already completed and free from noise or out-
< o liers to prevent over fitting.
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